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Type Ia supernovae

What is exploding? 
CO white dwarf (WD) in a binary system 

single/double degenerate 

How is it exploding? 
Merging/compression/He layer burn/collision 

Detonation/deflagration/double-detonation 
Chandrasekhar/sub-Chandrasekhar mass 

Most probably a mixture of 
scenarios and explosion 
mechanisms
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SNIa cosmology

SNIa are the most precise extragalactic 
distance indicators (uncert. 5%)

Two empirical correlations:  
peak brightness vs brightness decay 
peak brightness vs color

Standardized peak brightness

Lu
m
in
os
ity
!

Time!

Δm15 

15 days 

Kim97

Riess+96

µ(z)model = 5 log10(dL/10pc)
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Recent (>2010) cosmological analysis found a dependence 
between the Hubble residual* and properties of the SN host galaxy

Brout+19

*deviation between the distance from the best cosmological model and the SN distance

HR = µ(z)SN � µ(z)model
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SNIa cosmology



Evidence for two populations?

SNIa rates and delay time 
distribution (DTD) models are 
consistent with two populations: 
prompt/delayed.            
Continuous, though.

This is consistent with a young (~1 Gyr) 
and an old distinct SNIa populations.
Their ratio would evolve with redshift

Childress+14

Claeys+14



Two different populations, one associated to young and other 
to old populations, that evolve with z!

Sullivan+10
Rigault+13

But mass should be just a proxy for another other parameter…

SNIa environment



U-V Roman et al. 2017

SFR Rigault et al. 2013

lsSFR Rigault et al. 2018

Age Rose et al 2019

Local SNIa environment

IFS ~1kpc

Phot ~3kpc

Phot ~5arcsec

Phot ~1.5kpc



(Non-cosmological) local SNIa environment

Color corrected magnitudes 
depend 

on local metallicity

Red SNe in metal-rich 
environments

Anderson+15

Moreno-Raya+16 Moreno-Raya+16

Bravo, Badenes+10N
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Metallicity

see also Timmes+03

Redder SNIa more associated to 
HII regions
And found more centrally within 
hosts

Metallicity
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Problem
Hubble tension

H0 Planck, CDM = (67.4 ± 0.5) km s-1 Mpc-1


H0 SHOES = (73.2 ± 1.3) km s-1 Mpc-1

Λ

Di Valentino+21

Ezquiaga & Zumalacárregui 2018

Bonvin & Millon 
from Verde+19
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Systematics on Early Universe measurements


 
Systematics on Late Universe measurements 

New physics (before recombination) 



Distance ladder

Riess+16

Geometric distances to 
calibrate Cepheids


MW paralaxes 
LMC DEBs  
M31 DEBs 
NGC4258 maser

19 hosts of both 
Cepheids and SNe Ia


100s of SN Ia hosts



Systematics (Cepheids)

mW
X,i,j = μi + MW

X + bW log10 Pi,j + ZWΔ log(M/H)i,j

mW
X,i,j = mX,i,j − R (Vi,j − Ii,j)

Wesenheit magnitudes measured as
R = AX /(AV − AI)

And modeled as:

Riess+16
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Systematics (Cepheids)

mW
X,i,j = μi + MW

X + bW log10 Pi,j + ZWΔ log(M/H)i,j

mW
X,i,j = mX,i,j − R (Vi,j − Ii,j)

Wesenheit magnitudes measured as
R = AX /(AV − AI)

And modeled as:

(see e.g. Mörtsell+21) dust/intrinsic -> 2,n R R
  fast/slow -> 2 P − L bW

 estimate, and global  log(M/H) ZW

Riess+16



Systematics (Cepheids)
Hoffman+16



Systematics (Cepheids)
Hoffman+16
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Systematics (SNe Ia)

mcorr
X,i,j = mX,i,j + αx1 − βc + γ(Mhost)

mcorr
X,i,j = MX + 5 log10(dL /10pc)

dL(z) = (1 + z)
c

H0

Z z

0

dzp
⌦M (1 + z)3 + ⌦⇤(a+ z)3(1+w)
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(see e.g. Brout+21)
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 dust/intrinsic -> 2,n β β
 environment/physicsγ

Natural NIR standard candles

Kasen06

Avelino+19

(see e.g. Brout+21)



Reddening and extinction

3

observer at the same time than a pulse emitted at time t
going straight to the observer. D is the distance between
the photosphere of the SN and the observer and D0(✓) is
the path length travelled by a photon being scattered by
the CSM to the observer at an angle ✓ (see figure 1).

θ

R

D−R

D '(θ)−R

SNIa

CSM

Fig. 1.— Sketch of the CSM model. Part of the light emitted
by the SN is scattered by the CSM and redirected to the observer
arriving as a light echo delay.

�(✓,�) is the scattering phase function proposed in
Henyey & Greenstein (1941):

�(✓,�) =
1

4⇡

1� g(�)2

(1 + g(�)2 � 2g(�)cos(✓))3/2
(5)

where g is the degree of forward scattering. When g = 1
we have complete forward scattering and g = 0 means
isotropic scattering (�(✓,�) = 1/(4⇡)). We also define
the parameter fCSM ⌘ NCSM/Ntot to simplify the no-
tation, taking values between 0 and 1. Finally, defin-
ing a delay parameter ⌧ ⌘ t � tr, an extinction factor
X(�) ⌘ e�(�s(�)+�a(�))Ntot and making a change of vari-
able, using equation 4, we obtain

S(t,�) = !(�)(1�XfCSM )
⌧max

R ⌧max

0
f0(t� ⌧,�)�0(⌧,�)d⌧ (6)

where ⌧max = 2R/c is the maximum delay for a light echo
(✓ = ⇡) and �0(⌧,�) = 4⇡�(✓(⌧),�). We performed this
integral numerically using the Simpson’s 1/3rd integra-
tion rule and a time step of one day to simulate spectra
and to fit this model to real data.

3. LIGHT ECHO MODEL PREDICTIONS

To simulate spectra with di↵erent extinctions and LEs
using eq. 6 we need to adopt a dust albedo, an extinc-
tion law, a phase function or g(�), and spectral templates
with no extinction nor LEs at di↵erent epochs. For the
extinction law we take the parametrization proposed in
Fitzpatrick (1999). We use the albedo w(�) and the de-
gree of forward scattering g(�) from the MW used in
Goobar (2008) which accounts for the dust properties of
the CSM. We construct unreddened spectral templates
at di↵erent epochs from weighted bootstrapped averages
of observed spectra of slow B�V Lira law decliners (see
section 4.2), together with light-curve templates that we
need since we normalize the spectra by their V -band flux
(see section 4.1). In Figure 2 we show the di↵erent sce-
narios for late-time (Lira law phase) model spectra when
pure extinction and simulated LEs a↵ect the SN emis-
sion.
We search for a way to distinguish if part of the dust

found at maximum light is producing light echoes. LE

spectra are integrated spectra weighted by the light-
curve, and thus dominated by spectra around peak (see
Figure 2 with peak template spectrum and LE spec-
trum). LE spectra are blue and have very strong broad
emission and absorption lines, with prominent peaks at
4000, 4600, 4900 Å and minima at 4400 and 6200 Å.
When LE spectra are added to SN spectra: (1) the fact

that the LE spectra are blue has a low-order e↵ect on
the observed spectra by making the colors bluer, similar
to less reddening and thus di�cult to di↵erentiate; (2)
the strong broad lines add an additional modulation to
the observed spectra that is very distinct to the e↵ect
of reddening, since it introduces di↵erences on scales of
a couple of hundred armstrongs. By looking specifically
at the wavelengths where the LE spectra has peaks or
minima, it is possible to di↵erentiate between the two
scenarios. In § 4 we compare these simulations to the
observed spectra of SNe Ia.
In this simulation the main signature due to LEs is

found near 4100 Å. This can be seen in Figure 3, where
the shape of the spectrum gets considerably modified in
the LE scenario (purple and blue lines) producing a char-
acteristic signature. On the other hand, in the pure ex-
tinction scenario if the column density is reduced (black
line), it produces just a smooth change in the spectrum
compared to the same spectrum with extinction (reddest
line). In particular, the shape of the feature near 4100 Å
will not be a↵ected.

Fig. 2.— Upper panel: simulated spectra at 50 days past maxi-
mum light extincted by di↵erent amounts of dust (AV =0-0.5) with
the same RV =3.1 extinction law. All spectra have been normal-
ized to the same V-band flux. Bottom panel: simulated spectra
at 50 days past maximum light with the same reddening law, but
also with LEs due to CSM are shown. We fixed AV = 0.5 and
varied the fractional amount of CSM (fCSM) with a radius of 0.05
pc. The green line represents a typical maximum light spectrum,
while in orange the LE spectrum is shown on an arbitrary scale.
All models are normalized to the same V -band flux.

These features change with the distance R between
the CSM and the SN. Reducing the distance is analo-
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FIG. 3.— Analytical fitting functions for UV extinction curves from Fitzpatrick & Massa 1990. A normalized UV extinction curve (thick solid curve) can be
represented by a combination of three functions: (1) a linear background component (thin dashed line), (2) a UV bump component (thin solid curve), and (3) a
far-UV curvature component (thin dotted line). The linear background is parameterized by two tightly correlated coefficients (slope and intercept), the bump by
three coefficients (strength, width, and central position), and the far-UV curvature by a single scale factor. Given the near invariance in bump central position and
the correlation between the linear coefficients, most Galactic UV extinction curves can be reproduced to within the observational uncertainties with only four free
parameters.

FIG. 4.— Far-IR through UV extinction curves from Cardelli, Clayton, and Mathis 1989 (CCM). CCM found that extinction curves can be expressed approximately
as a 1-parameter family that varies linearly with R−1, where R≡ A(V )/E(B−V ) and has a mean value in the diffuse interstellar medium of 3.1. Examples of CCM’s
results are shown for four representative values of R, listed on the righthand side of the figure next to the corresponding curve.

Several parametrizations: 
Cardelli & O’Donnell 

(CCM), Fitzpatrick, etc. 
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FIG. 5.— Left Panel: Slope of the UV linear extinction component c2 plotted against R−1 (filled circles) for 31 sightlines from the Fitzpatrick & Massa
1990 (FM) sample plus HD 210121 (at R−1 = 0.45). The adopted linear relationship between these quantities is indicated with the dashed line and given by
c2 = −0.824+ 4.717R−1 . Right Panel: Intercept of the UV linear extinction component c1 plotted against the linear slope c2 (filled circles) for the full set of ∼80
extinction curves from the FM catalog. The adopted linear relationship between these parameters is indicated by the dashed line and given by c1 = 2.030−3.007c2.
The relationship between c1 and c2 implicit in the CCM formula is shown by the dotted line.

FIG. 6.— A new estimate of the wavelength dependence of extinction in the IR/optical region for the case R = 3.1 (thick solid curve). Plus signs represent the
extinction data from Bastiaansen 1992, normalized to R = 3.1; the dotted line shows the CCM curve for R = 3.1. The arbitrarily scaled profiles of the Johnson
UBVRIJHKLM and Strömgren uvby filters are shown for comparison. The new curve was constrained to reproduce the broad- and intermediate-band filter-based
extinction measurements listed in Table 2 and to fit the Bastiaansen data. For λ > 2700 Å (1/λ < 3.7µm−1) the curve is constructed as a cubic spline interpolation
between the points marked by the filled symbols (see Table 3). At wavelengths shortward of 2700 Å, the curve is computed using the FM fitting function with the
coefficients given in the Appendix.

In the MW the average CCM measured 
from our position to other stars is  

R=3.1 (2.5-5.5) 
This value is generally assumed for other 

environments and galaxies.



The extinction law is determined by physical properties like composition 
(graphite and silicate grains) and size distribution

Extinction/reddening law

The inspection of Figure 3 allows us to point out that the
size distributions offering the best-fits for Model 5s have well
similar slopes to the corresponding power-law distributions at
the radii between ≃0.01 µm and ≃0.2 µm. Then, we see if this
similarity also holds with regard to the average radii given as
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Table 6 presents the average radii from the best-fit parameters
for some of the dust models in this study. We can see that
⟨amave, j⟩ from Models 5 and 5s do not coincide at all, despite the
fact that their size distributions highly resemble at a ≃ 0.01–0.2
µm. For RCCMV = 3.1, 2.0, and 1.5, ⟨amave, j⟩ from Model 5s are
always smaller than those from Model 5. This is because amin, j
(and a0, j) in Model 5s is much smaller than amin, j = 0.005 µm in
Model 5. Meanwhile, ⟨amave, j⟩ is higher in Model 5s for R

CCM
V =

1.0 due to the lack of grains smaller than ≃0.01 µm. Hence, it
would not be proper to invoke the average radius when the prop-
erties of dust are discussed in the context of extinction curves.
Indeed, the radii of grains which mainly contribute to extinc-
tion are different at different wavelengths, so the wavelength-
dependence of extinction could not be described only with a
single characteristic grain radius.
We have revealed that the lognormal size distribution can

lead to good fits to the CCM curves with RCCMV = 1.0–3.1 by
adopting the appropriate a0, j and γ j. However, the required
values of a0, j is below 0.01 µm, which is much smaller than
the typical radii (0.1–1.0 µm) of dust expected from CCSNe
and AGB stars. In fact, dust grains from CCSNe could cause
the flat extinction curves because of their relatively large radii
(Hirashita et al., 2008). We have also noticed that the average
radius could not be a good quantity to characterize the size dis-
tribution of dust that reproduces the extinction curves.

3.3. Allowed ranges of amax, q and fgs for power-law size dis-
tribution

In Section 3.1, we have shown that the CCM extinction
curves with RCCMV = 1.0–3.1 can be reasonably fitted by the
simplest power-law dust model with q = 3.5 through taking
an appropriate set of amax and fgs. We found that, for Model
1, the optimum maximum cut-off radius amax decreases from
amax = 0.24 µm for RV = 3.1 down to amax = 0.057 µm for
RV = 1.0, with a range of fgs = 0.45–0.6. However, the best-fit
value is not a unique solution; there should be other combina-
tions of amax and fgs that still yield reasonable fits to the extinc-
tion data. Therefore, given that there are some uncertainties on
the data of extinction curves, it should be inspected what extent
of the change in amax and fgs is allowable.
In order to quantify the allowed ranges of amax and fgs,

we introduce the average extinction uncertainty σ̃, defined as
σ̃ =

∑

σi/Ndata, where σi are the uncertainties of extinction
data at the reference wavelengths λi. Then, if the dispersion χ1
calculated for a given combination of amax and fgs is smaller
than σ̃, we consider it as reproducing the extinction curves
within the 1σ errors. Using the values of σi in Table 1 leads to

Figure 4: Contour plots showing the allowed regions of amax and fgs with which
Model 1 can yield fits to the CCM extinction curves within the 1σ errors (solid
lines) for RCCMV = 1.5, 2.0, and 3.1. For RCCMV = 1.0, 1.5, and 2.0, the contours
within the 2σ errors are also drawn by the dashed lines. The best-fit combina-
tion of amax and fgs is marked by the filled star for each RCCMV . Note that the
size of 2σ contour for RCCMV = 1.0 is comparable with that of the star symbol.

the average uncertainty of σ̃ = 0.115. It should be kept in mind
that some of σi in Table 1 are inferred from those at the closest
reference wavelengths, so the absolute value of σ̃ is quite arbi-
trary. Nevertheless, the introduction of such a criterion for the
dispersion would give a meaningiful indication for the allowed
range of amax and fgs.
Figure 4 shows the contours within which the combinations

of amax and fgs satisfy the 1σ condition χ1 ≤ σ̃ for RCCMV = 3.1,
2.0, and 1.5. For RCCMV = 1.0, there is no combination of amax
and fgs within the 1σ error. Thus, we plot the 2σ range (that
is, combinations of amax and fgs with χ1 ≤ 2σ̃) for RCCMV = 1.0
(we also show the 2σ contours for RCCMV = 2.0 and 1.5). We
observe that, for each RCCMV , a higher fgs is needed for a lower
amax to produce fits within the 1σ errors for RCCMV =1.5–3.1.
For RCCMV = 3.1, the 1σ ranges of amax and fgs are 0.199 µm
≤ amax ≤ 0.294 µm and 0.31 ≤ fgs ≤ 1.07, whereas the al-
lowed ranges of amax lie just around its optimum values for
RCCMV ≤ 2.0, keeping the trend that amax decreases with decreas-
ing RCCMV . On the other hand, fgs is relatively uniform with the
values of ≃0.4–0.6, regardless of RCCMV . This means that the
fraction of graphite mass of the total dust mass is in a narrow
range of fgs/(1 + fgs) ≃ 0.3–0.4.
Next we consider the variation of the power-law index q. As

demonstrated in Section 3.1, Model 2, in which amax is fixed
as 0.25 µm, cannot reproduce the CCM curves with RCCMV =

1.5, and 1.0; in these cases, the dispersion χ1 is larger than
2σ̃ = 0.23 even for their best-fit combinations of q and fgs
(see Table 4). This implies that the change in amax must be es-
sential for the reproduction of the steep extinction curves with
RCCMV ≤ 1.5. Figure 5 presents the 1σ (2σ) ranges of combina-
tion of amax and q for RCCMV = 3.1, 2.0, and 1.5 (RCCMV = 1.0) un-
der the assumption that graphite and silicate have the same size
distribution (i.e., amax = amax,gra = amax,sil and q = qgra = qsil
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range of fgs/(1 + fgs) ≃ 0.3–0.4.
Next we consider the variation of the power-law index q. As

demonstrated in Section 3.1, Model 2, in which amax is fixed
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Common SNIa color laws

If β is assumed to be a general 
description of the reddening law, then 
the inferred extinction law is not 
common: R~2
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The magnitude-color relation of SNe in 
reality comes probably from two effects:

1. intrinsic (temperature, ionization 

evolution)

2. extrinsic (dust in the ISM)   

Conley+08
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−0.5 0.0 0.5 1.0 1.5

B − V

−1.5

−1.0

−0.5

0.0

0.5

1.0

V
−

i

RV : 1.90 +/- 0.09

RV : 3.23 +/- 0.29

0.5 1.0 1.5 2.0

B − V

−1.0

−0.5

0.0

0.5

1.0

1.5

V
−

i

RV : 2.61 +/- 0.05

RV : 3.63 +/- 0.12

(a) (b)

Figure 5. (a) V − i and B − V color at maximum light and (b) 55 days after maximum light, dividing the sample between fast (red stars) and slow (blue dots) Lira law
B − V decliners. We fit a straight line to the V − i vs. B − V colors at maximum light and 55 days after maximum for each sample. At maximum light and 55 days after
maximum, the extinction laws are significantly different, with significantly lower RV for fast Lira law B − V decliners at all times, although becoming more similar
to slow Lira law B − V decliners 55 days after maximum light. We show for reference extinction vectors with AV = 1 for RV = 3.2 (continuous) and RV = 1.7
(dashed). If we remove the highest extinction SNe from the fast declining sample, then we obtain an even lower RV at maximum.
(A color version of this figure is available in the online journal.)

Table 4
K-S Test for the Distribution of B − V Colors at Maximum (B − Vmax) and

55 Days after Maximum (B − V55), Dividing the Sample by Lira Law B − V
Decline Rates (Columns 1 and 2) or by the Median

Morphological Type (Columns 3 and 4)

K-S Test B − Vmax B − V55 B − Vmax B − V55

Sample division Lira law B − V decline rate Morphological type
p value 0.0004 0.003 0.16 0.003

Notes. The null hypothesis is that fast and slow Lira law B − V declining
SNe Ia have the same distribution of colors at maximum light and 55 days after
maximum light, or that earlier- and later-type hosts have the same distribution
of colors at maximum and 55 days after maximum light. These results suggest
that the reddening effect of CSM is more apparent at early times and that of
ISM at late times.

by the progressive destruction of nearby dust if the material
is sufficiently close to the expanding ejecta, making the B − V
colors increasingly bluer at late times and, as a consequence,
the Lira law B − V decline rates faster. This was also noted by
Folatelli et al. (2010) in systems with color excesses that were
moderate to large.

If the B − V colors at maximum are mainly driven by CSM
reddening and if either light echoes or late time CSM dust
destruction occur, then we would expect that the reddening
observed during maximum light should decrease at later times,
making the reddening first be dominated by CSM and later by
ISM. In fact, we cannot rule out that the distributions of colors
at maximum in the earlier- and later-type hosts—or lower and
higher inclination hosts—arise from the same parent population
(p values of 0.16 and 0.39, respectively), as was also found in
previous studies (see, e.g., Johansson et al. 2013, cf. Sullivan
et al. 2010). This would be expected if the colors of SN Ia
at maximum were primarily driven by ISM. However, we do
rule out that the distributions of colors 55 days after maximum
in earlier- and later-type hosts arise from the same parent
population (pvalue of 0.003). This suggests that (1) B − V colors
at maximum and 55 days after maximum are driven by different

physical effects, and (2) B − V colors 55 days after maximum
are more related to the properties of the environment where SNe
occur. This is consistent with the CSM interpretation presented
above when the Lira law decline rates are considered. These
results are summarized in Table 4.

We should emphasize that we are not suggesting that ISM
absorption is irrelevant at maximum light, but only that it does
not drive the results shown in Table 2 (although see Section 3.6).
In fact, we detect a highly significant increase on the EWs of
Na i D1 and D2 due to ISM-related properties by performing
K-S tests on the distribution of EWs of Na i D1 and D2 dividing
a bigger sample by host galaxy type, host galaxy inclination,
stretch, or ∆m15 instead of by Lira law B − V decline rate, with
p values smaller than 0.00001 in all cases.

3.3. V − i Colors and Dust Reddening Laws (RV)

A prediction from Goobar (2008) is that those SNe Ia with
more CSM should have a steeper reddening law toward the blue.
Thus, we expect that fast Lira law B − V decliners should have a
lower RV at maximum light if CSM was present in these systems,
which can be measured using V − i colors. In Figure 5, we show
the V − i versus B − V colors at maximum and 55 days after
maximum with best-fitting RV values assuming the reddening
law of Cardelli et al. (1989) and O’Donnell (1994). To estimate
the RV best-fitting errors, we have performed a Monte Carlo
analysis based on the measured B, V, and i magnitudes and
their errors. We created 1000 realizations of these magnitudes
at maximum and 55 days after maximum to derive B − V and
V − i colors, which by definition are correlated, and then derive
1000 best-fitting RV values, whose standard deviation was used
as the error.

We find that fast Lira law decliners have a steeper redden-
ing law (lower RV ) than slow Lira law decliners, a result that
becomes more pronounced at maximum light, even after re-
moving the highly reddened SN 2003cg and SN 2006X. In fact,
the RV values that best match the data for fast and slow Lira
law decliners are RV = 1.90 ± 0.09 and RV = 3.23 ± 0.29,

6

Forster+13 Folatelli+10

Although properly modeling colors reveals that most SNe are consistent with a normal Rv=3.1 reddening 
law (Chotard+11,Scolnic+14), there is diversity in SNe with different brightness-color relations.

Multiple SNIa color laws

«Either SN intrinsic colors are more complicated that can be described with 
a single light-curve shape parameter or dust around SN is very unusual» 

B-V

Conley+07
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Table 4. Line-of-sight extinction AV , reddening law RV and color excess E(B � V) for SN 2010ev according to di↵erent spectroscopic and
photometric techniques.

AV RV E(B � V) Reference

Milky way

0.28 ± 0.06? · · · · · · MW dust extinction maps (Schlafly & Finkbeiner 2011)
· · · · · · 0.147 ± 0.003 EW(Na i D) via Turatto et al. (2003)
· · · · · · 0.169 ± 0.034 EW(Na i D) via Poznanski et al. (2012)

0.28 ± 0.02 · · · · · · MW Na i D column density (Phillips et al. 2013)

Host

· · · · · · 0.26 ± 0.07 Maximum light colors via Phillips et al. (1999)
· · · · · · 0.29 ± 0.05 Maximum light colors via Folatelli et al. (2010)
· · · · · · 0.29 ± 0.02 SNooPy fit (Burns et al. 2011)

0.50+0.17
�0.19 1.54+0.57

�0.59 · · · MCMC light-curve fit (Phillips et al. 2013; Burns et al. 2014)
– 1.54 ± 0.65 0.25 ± 0.05 Color excess fit (this work)

· · · · · · 0.107 ± 0.008 EW(Na i D) via (Turatto et al. 2003)
· · · · · · 0.085 ± 0.050 EW(Na i D) via (Poznanski et al. 2012)

0.38 ± 0.02 · · · · · · Na i D column density (Phillips et al. 2013)
· · · · · · 0.53 ± 0.09 EW(DIB) �5780 Å via (Luna et al. 2008)

1.18 ± 0.01 · · · · · · EW(DIB) �5780 Å (Phillips et al. 2013)
· · · · · · 0.50 ± 0.04 EW(DIB) �6283 Å via (Luna et al. 2008)

0.24 ± 0.03 · · · · · · K i column density (Phillips et al. 2013)

· · · .2 · · · Continuum polarization (Zelaya et al. 2015)

Notes.
(?) The error is calculated from the di↵erence with Schlegel et al. (1998).

1 1.5 2 2.5 3

-0.5

0

0.5

CCM MW
CCM Rv= 1.53+/-0.64
Goobar p=-1.6+/-0.48
SALT2 c=0.19+/-0.01

Fig. 11. Color excesses E(V � X) vs. 1/� for SN 2010ev. Lines are
fits to the excesses with a standard Rv = 3.1 (solid black) and free
Rv = 1.54 (black dotted) Cardelli et al. (1989) extinction law, a Goobar
(2008) law (blue dashed) and a SALT2 color law (Guy et al. 2007) fit
(dotted dashed red).

We did similar fits to data at other epochs to investigate the
evolution of the reddening law. We do not find any significant
change for RV nor E(B � V) between �4 and +15 days from
maximum. This argues for no evolution and therefore no nearby

dust. We note that for SN 2014J, a highly redenned SN, there
is an increase of ⇠0.4 in RV in the same time range (Foley et al.
2014).

We note that the intrinsic color of SN 2010ev using the ob-
served colors measured by SiFTO and our host reddening esti-
mate is (B� V)int = (B� V) � E(B� V) ' 0.06 which is slightly
redder than the average intrinsic SN Ia color of (B � V)int ' 0.
This is consistent with the idea that HVG SNe might be red-
der both intrinsically and because of host extinction (Foley et al.
2011).

3.7. Narrow absorption features of intervening material

The spectra of SN 2010ev exhibit strong interstellar narrow ab-
sorption lines Na iD and Ca ii H & K at the redshift of the host
galaxy and the MW, as well as narrow absorption features that
correspond to DIBs at the redshift of the host galaxy (�5780 and
�6283). Typically, DIBs tend to be seen in the spectra of stars
(Herbig 1995) or supernovae (e.g. Welty et al. 2014) reddened
by interstellar dust, giving further evidence for the strong extinc-
tion inferred for SN 2010ev in the previous section. The identifi-
cation of these lines was made using the di↵use interstellar band
catalog3 (Jenniskens & Desert 1994). Figure 12 shows some of
these lines and another unknown narrow line complex in the red
part of �6283 Å, which we have not identified.

Temporal evolution of these lines could signify changes in
ionization balance induced by the SN radiation field as shown for
Na iD (Patat et al. 2007; Blondin et al. 2009; Simon et al. 2009;
Sternberg et al. 2014), for K i (Graham et al. 2015) and possibly
for DIBs as well (Milisavljevic et al. 2014). We investigate this
by analyzing the temporal evolution of the pEW of these lines.

3 http://leonid.arc.nasa.gov/DIBcatalog.html
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Figure 2. Example sample paths of Markov Chain Monte Carlo (MCMC) chains
generated by the BayeSN MCMC sampling code. The full chain stochastically
samples the parameter space of all individual SNe in the set, and the populations
of SN Ia light curves and the dust. This plot focuses on the coordinates of
the chain concerning the visual extinction AV to particular SN. Each color
represents an independent chain starting from a randomized initial guess. The
chains explore the full parameter space and converge within a few hundred
iterations upon the same global posterior distribution. The posterior uncertainty
in the estimate is reflected in the distribution (variability) of the chain samples
upon convergence. The plot depicts the simultaneous convergence of the chains,
both for the estimate of a single SN and for estimates of the ensemble of SNe,
ensuring the attainment of a consistent global solution for the SN population.
Each color represents one of the four independent chains. For example, the blue
line in each panel is a different coordinate (projection) of the same MCMC
chain.
(A color version of this figure is available in the online journal.)

thinned out the chains by recording only every 40th value. This
reduces the autocorrelation between successive recorded sam-
ples and saves memory. To assess convergence, we computed
the Gelman–Rubin (G-R) statistic (Gelman & Rubin 1992) for
each parameter in the chain to compare the coverages of the
independent chains. We considered a maximum G-R ratio less
than 1.10 to indicate convergence. We discarded the first 20%
of each chain as burn-in, and the chains were concatenated for
analysis.

5. RESULTS: POSTERIOR INFERENCES

In this section, we report the posterior inferences of light
curves and the population when the training set consists of all
the SNe and their redshifts (D,Z). We report the posterior
inference obtained when adopting Case 5 (m = 1) for the
(AV , rV ) population model, which models linear trends between
the dust slope rV and the dust extinction AV . Posterior inferences
can be described in terms of light curve fits and dust estimates
for individual SNe, intrinsic covariances in the population of SN
light curves, and the population distribution and correlations of
host galaxy dust properties.

5.1. Individual Supernovae

Optical and NIR light curve fits in the rest frame are shown
for one SN, SN 2005eq, in Figure 3. The points are the
measured magnitudes in the observer frame minus the estimated
K-corrections and Milky Way extinction in each passband.
The black curves represent the fitted apparent light curves in
each rest-frame passband, with each light curve represented by
the differential decline rates model (Appendix A). The peak
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Figure 3. Top: optical (CfA3; Hicken et al. 2009a) and NIR (PAIRITEL; WV08)
observations of nearby SN Ia 2005eq are fitted with a multi-band light curve
model. The points are the observed magnitudes in each filter minus estimated
K-corrections and Milky Way extinction. Bottom: optical and NIR light curves
of SN 2005eq are used to infer the host galaxy dust extinction properties. The
hierarchical model enables coherent inference of host galaxy dust properties
(AV , RV ) (assuming a CCM dust law), while marginalizing over the posterior
uncertainties in the dust and SN light curve populations. The cross indicates the
marginal bivariate mode, and the two black contours contain 68% and 95% of
the posterior probability. The inferred NIR extinction AH is much smaller than
the optical extinction AV and has much smaller uncertainty. This SN exhibits
moderate extinction and reddening due to host galaxy dust.
(A color version of this figure is available in the online journal.)

apparent magnitudes for each SN and the decline rate ∆m15(B)
are listed in Table 4.

We also depict the posterior inferences of the dust properties:
the visual extinction AV , the NIR extinction, AH , and the slope of
the extinction law rV ≡ R−1

V . The bivariate marginal probability
densities were estimated from the MCMC samples using kernel
density estimation. The marginal distributions integrate over
the posterior uncertainties in individual light curve fits and the
population distribution. For SN 2005eq, we find a moderate
amount of visual extinction, AV ∼ 0.3 mag. We can see from the
side-by-side comparison that not only is the H-band extinction
about five times smaller, but its uncertainty is also much smaller.

Since dust extinction is nonnegative, AV ! 0, the posterior
probability densities of the dust parameters is highly non-
Gaussian for SNe with low extinction. For example, from

11

14

Fig. 18.— Montage of several color excess vs. color excess plots. Each SN Ia is a single point in these diagrams. The meaning of the
symbols is the same as in Figure 4. The V -NIR color extinctions are labeled on the y-axes. Two representative reddening laws are plotted
in each panel: RV = 3.1 is plotted as a dashed line, while RV = 1.7 is plotted as a solid line. Objects with peculiar color excesses are
labeled.

Fig. 19.— The best-fit RV as a function of the best-fit color
excess E(B − V )host for each individual SN Ia using the Cauchy
prior. Only objects for which RV was significantly constrained are
plotted. The error-bars are drawn to show the correlation between
the two variables and correspond to the principal axes of the 1-σ
error ellipse for each point. The meaning of the symbols is the
same as Figure 4. The two horizontal lines show the typical value
RV = 1.7 derived for SNe Ia and the canonical value RV = 3.1 for
the Milky-Way. The mean and standard deviations of the binned
prior from §4.4.6 are plotted as red points and error-bars.

ground extinction based on the observed colors of the
SNe rather than extinction maps. The results are given
in Table 4. The values of E(B − V )host are quite close
and show no sign of significant systematic difference,
though it is difficult to be certain with only three objects.

The derived values of RV are consistent with the spread
in values associated with MW sight-lines (Cardelli et al.
1989; Fitzpatrick 1999).

4.4.6. General RV Priors

We finish with an attempt to construct a prior for RV

that can be used when either 1) the extinction is too
low or 2) there is insufficient filter coverage. We do this
in two ways: by constructing a Gaussian mixture model
as done in Kelly (2007) for all objects and splitting the
objects into bins of E(B − V )host and constructing an
independent Gaussian distribution for each bin.
The Gaussian mixture model is simply a sum of N

Gaussians, forming a composite prior that can have
larger wings or multiple peaks. Details of the construc-
tion of this prior can be found in the Appendix and Kelly
(2007). We run our MCMC analysis using the same sub-
samples and filter sets as in §4.4.3. We find that two
Gaussian components are sufficient, though the second is
barely significant. Table 5 summarizes the values of the
mixture model’s hyper-parameters. It is evident that the
parameters are quite insensitive to which subsample and
filter set we use. We can therefore use any to represent
a prior on RV for future studies.
Our second approach is to bin the data by E(B−V )host

and solve for an independent single Gaussian prior for
each bin. The hope is that the larger numbers of objects
at low color excesses will balance their relatively weak
pull on the data and that the reddest objects will not

Individual SNIa color laws
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Light-curve fitters with individual color-law, but No Hubble diagrams with individual color-laws!

Conley+11
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Fig. 12. Inset of medium-resolution spectra of SN 2010ev showing char-
acteristic narrow absorption lines from intervening material in the line
of sight.

We measure them simply by tracing a straight line along the ab-
sorption feature to mimic the pseudocontinuum flux, and then
estimate the error measuring the pEW many times, changing the
trace of the continuum. Using these multiple measurements, we
calculate a mean and take the standard deviation to be the er-
ror on that measurement. The absorption features of Na iD and
Ca ii H & K from the MW and the host galaxy do not seem to
evolve with time. Regarding the DIBs, we find no evidence of
evolution for �5780 but a slight decrease for �6283.

Recent studies of moderate-resolution absorption lines of
Na iD have revealed an interesting excess of blueshifted
absorptions toward SNe Ia, suggestive of pre-SN outflows
(Sternberg et al. 2011; Maguire et al. 2013; Phillips et al. 2013).
The SNe that show blueshifted absorption seem to relate to
the strength of the Na iD absorption and the color of the SN
(Maguire et al. 2013). Having strong absorption features and red
colors, one could expect SN 2010ev to present these shifts. How-
ever, we do not find any evidence for blueshift in any of our
narrow absorption lines (in agreement with Phillips et al. 2013)
arguing for a low amount of CSM in this SN, nevertheless, this
may also be due to a lack of su�cient spectral resolution to rule
out such a feature confidently.

Besides giving us possible information about the CSM inter-
action, the strength of the line can be a useful diagnostic of the
amount of absorption by intervening material in the line of sight.
The Na i D doublet has been used in the past as an indicator of
the host galaxy extinction (Turatto et al. 2003; Poznanski et al.
2012) although some have questioned the validity of this doublet
(Poznanski et al. 2011; Phillips et al. 2013). Using the method
introduced by Phillips et al. (2013) with column densities of
Na i D, one obtains E(B � V)MW = 0.09 (using RV = 3.1) and
E(B � V)Host = 0.25 (using RV = 1.54).

For the host galaxy, we can additionally use independent
constraints on the reddening from the DIBs. Using the rela-
tions between the EW of the DIBs and E(B � V) proposed by
Luna et al. (2008) for post-AGB stars, we estimate a reddening

Fig. 13. Bolometric light curve of SN 2010ev. Circles denote the optical
pseudobolometric light curve, the solid blue line is the two-component
fit (see text), the dotted cyan line is the one-component fit (simple
model), and the red and gray lines are the pseudobolometric light curves
for the H07 template and B15 model normalized to the peak bolometric
luminosity of SN 2010ev.

for �5780 of E(B � V)Host = 0.53 ± 0.09 and for �6283 of
E(B � V)Host = 0.50 ± 0.04. These values are too large com-
pared with other photometric and spectroscopic estimates, as
much as a factor of ⇠2, as also recently shown by Welty et al.
(2014). For the host, there is another narrow line that we can
use, K i, with the relation found by Phillips et al. (2013), yielding
E(B � V)Host = 0.16 (using RV = 1.54). These results are sum-
marized in Table 4. The color excesses obtained with photomet-
ric analysis give consistent results, while the narrow absorption
features agree only for the more recent studies of Phillips et al.
(2013).

4. Discussion

4.1. Bolometric luminosity and Nickel mass

In this section we calculate the bolometric light curve of
SN 2010ev, which is a valuable tool to describe the general
properties of the SN and to infer characteristics of the explo-
sion and progenitor. We assume the reddening law of RV = 1.54
for the host, as previously calculated, with an extinction of
E(B � V)Host = 0.25. We used a distance of 29.88 ± 8.11 Mpc
taken from a mean of several methods from NED. Since we have
enough photometric optical coverage but no NIR nor UV pho-
tometry, we can obtain a pseudobolometric light curve by inte-
grating all u

0
Bg0Vr

0
Ri
0
I photometry corrected for MW and host

extinctions. The pseudobolometric light curve is shown in cir-
cles in Fig. 13. Errors are calculated integrating the photometry
taking their respective errors into account. We also obtain the
bolometric light curve for the H07 template and the B15 model
(solid and dashed lines in Fig. 13) from the integration of their
SEDs in the same wavelength range covered by the filters.

The bolometric luminosity at maximum is Lbol = (1.54 ±
0.07) ⇥ 1043 erg s�1. A simple estimate of the 56Ni mass syn-
thesized during the explosion can be obtained using Arnett’s
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Figure 3. (Left) Column densities of Na i and K i in the ISM of the Milky Way plotted vs. AV . Open circles are the Na i D measurements of Sembach et al. (1993)
and the K i data of Welty & Hobbs (2001); solid circles in both plots show column densities for our Milky Way sample with the AV values taken from Schlegel et al.
(1998) as rescaled by Schlafly & Finkbeiner (2011). The solid lines are fits to these combined data (see text), with the gray shading corresponding to the 1σ dispersion.
The shaded red area illustrates the uncertainty introduced by the 1σ dispersion in RV values observed in the Milky Way (Fitzpatrick & Massa 2007). (Right) Column
densities of Na i and K i for the host absorption sample are plotted vs. the AV values derived from the SN colors. The fits and 1σ dispersions observed in the Milky
Way are reproduced from the left half of the figure. The different symbols used to plot the SNe Ia correspond to the Na i D profile classification scheme of Sternberg
et al. (2011).
(A color version of this figure is available in the online journal.)

insensitive to RV at longer wavelengths, allowing us to break the
AV/RV degeneracy. In these cases, the two-Gaussian prior on RV
has little effect on the derived value of RV . However, when there
is no NIR photometry or E(B − V ) is very small, the prior on
RV limits the possible values of AV .

Using MCMC techniques, we simultaneously solve for RV
and AV for each SN using all independent colors available. We
construct histograms for RV and AV by binning the Markov
chains. We then compute the mode and 1σ errors by bracketing
34% of the area to each side. The final calculated values are given
in Columns 6 and 7 of Table 2. Where the posterior probability
distribution is significantly non-symmetric, we report upper and
lower bounds.

3. RESULTS

3.1. Na i and K i

The upper-left panel of Figure 3 displays total Galactic Na i
column densities for the 46 objects in our Milky Way sample
plotted versus the AV values inferred from the Schlafly &
Finkbeiner (2011) Galactic reddenings. In calculating AV , a
value of RV = 3.1 is assumed. The red shaded area in Figure 3
illustrates the uncertainty in these AV values introduced by the
1σ dispersion of ±0.27 in RV values observed in the Milky
Way (Fitzpatrick & Massa 2007). Shown for comparison are
column density measurements obtained from profile fits to the
Na i D lines by Sembach et al. (1993) for a sample of 50 distant
(d > 1 kpc) late-O and early-B stars in low-density regions of

the Milky Way disk and halo. A fit to the combined (Milky
Way + Sembach et al. (1993)) sample of 96 measurements
gives

log NNa i = 13.180(0.003) + 1.125(0.005) × log AV , (4)

where the uncertainties in the slope and intercept are given in
parentheses. This fit is plotted in the upper-left panel of Figure 3,
with the gray shading indicating the 1σ dispersion in log NNa i
of 0.26 dex.

In the lower-left panel of Figure 3, a similar plot of K i column
densities versus AV is shown for the objects in our Milky Way
sample for which a Galactic component of the K i λλ7665,
7699 doublet was detected. The open circles are K i column
densities derived from the K i λ7699 line for 52 stars in the
Milky Way by Welty & Hobbs (2001). The solid line is a fit
to the combined data, with the gray shading indicating the 1σ
dispersion of 0.35 dex. Since an essentially linear relationship
exists in the Milky Way between log NNa i and log NK i (Welty
& Hobbs 2001), the slope of the fit was set equal to the slope
of the log NNa i versus log AV relation in the upper-left panel of
Figure 3, yielding

log NK i = 11.639(0.005) + 1.125 × log AV . (5)

Note that the dispersions in the stellar relations are large, and
if one were to use the fits to estimate AV from a measurement of
the Na i or K i column density, the error would be 54% or 72%
of AV itself, respectively.
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Other spectroscopic indicators of 
cold gas arise when the SN 
ionizes neutral atoms (like Na I D, 
Ca II H&K, DIBs) which later 
recombines and narrow 
absorption lines are seen.  




Host galaxy reddening
Leja+17

Current Bayesian SSP fitters allow for 
the treatment of different extinction laws



(Past) Approach
Correcting Reddening Intelligently for SN cosmological probes

 

4-year Portuguese nationally funded project (PI: A. M. Mourão)

PTDC/FIS-AST/31546/2017

1/09/2018 - 31/08/2022

https://github.com/HOSTFLOWS
https://github.com/HOSTFLOWS


(Current) Approach
The HOSTFLOWS project

• A- H0 systematics: SN/Cepheid phot/spec/pol 
and host galaxy IFU/pol to study extinction, 
environment and improve standardization.


• B- Cosmography of Laniakea: NIR SNIa 
survey to measure peculiar velocities and map 
dark matter in our supercluster

https://github.com/HOSTFLOWS
https://hostflows.github.io/

3-year Spanish nationally funded project (PI Galbany; PID2020-115253GA-I00)
1/09/2021 - 31/08/2024

Cristina Jiménez

PhD student

Tomás Müller

Postdoc

https://github.com/HOSTFLOWS
https://github.com/HOSTFLOWS
https://hostflows.github.io/
https://hostflows.github.io/


The HOSTFLOWS project A- H0 systematics

IFS data of SN/Cph host galaxies
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Integral Field Spectroscopy
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Integral Field Spectroscopy data

More than 
1000 SNIa 

host 
galaxies 
available
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Cepheids calibration

Measuring O abundance 

at Cepheids location

Sara Muñoz-Torres in prep.

IFS data of all 19 SHOES hosts

Local Rv from stellar and 
gas-phase extinction

(non-universal)
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low-z MUSE cubes 

Best fits used for 
constructing artificial 
high-z galaxies

Remeasure mass 
and look for biases

Effect: -0.6% in w  
           +0.6% in ΩM

Ongoing study of dust
A.S.Afonso+21
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Cosmological fit with 1-4 beta, in bins of mass and color

González-Gaitán+21

Multiple SN luminosity - color relations

reddening laws  mix of intrinsic/extrinsic components
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Why SNIa over TF/FP
Burns et al in prep.

Tully-Fischer (TF) and Fundamental 
Plane (FP) method distances are not 
precise beyond z=0.03 (~400 Mly)


SN Ia Systematics are minimized 
compared to TF and FP

 

Goal: Achieve a peculiar velocity 
measurement of 300 km/s w.r.t. the 
Hubble Flow at 1200 Mly (i.e. 3% in 
distance) by observing a few 1000 SN 
Ia & making use of 1/sqrt(N)
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The HOSTFLOWS project B- Cosmography of Laniakea

NIR SNIa survey
gr light-curves from ZTF
+ single JH epoch 

NOT-2.5m NOTCam 
CAHA-3.5m Omega2000 
NTT-3.5m SOFI 
CMO-2.5m NIRCam 
VLT-8.1m HAWKI

~400 SNe already observed (goal 1000)

(Current) Approach
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Summary and conclusions

• Tension in H0 could be due to either new physics or systematics (Early/Late)


• SNIa and Cepheid calibrations can be improved with current data (IFS/pol) 
and current (and new) methods


• CRISP studied the extinction towards SNe Ia from different approaches


• HOSTFLOWS aims to continue this effort, extend to Cepheids, and focus on 
determining H0 with improved standardisation


• In addition, a new survey of SNIa in the NIR will map the DM. In the local 
supercluster and provide an independent estimation of H0 and σ8
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Thanks for your attention


